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FOREWORD

.- This appendix was produced as a part of PRC D-634 and is intended

as background material to that document. In addition, a technique of

automatic indexing is describedt and that description does not neces-

sarily relate to the content of PRC D-634 as background, but ratheras

an extension thereof.
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I. BACKGROUND

Up until the beginning of the 1950's there were really only two

methods in use in the United States, and in general throughout the rest of

the world (with one minor exception), of analyzing the subject content of

materials.
1

One was a system of alphabetic subject cataloging as exemplified,

primarily, by the system in use at the Library of Congress and elsewhere

in large research libraries, and the system of cataloging with a hierarch-

ical classification system, best exemplified by the Dewey Decimal Classi-

fication and its offshoot, the Universal Decimal Classification. Both

of these methods of analyzing subject content of printed materials 'stem

from the work of two Massachusetts librarians, Charles A. Cutter and

Melvil Dewey. Both systems were first published in 1876. Despite the

more general familiarity of a large majority of people in the United States

with Dewey's Decimal Claseification (because of its widespread use in

public libraries), on the basis of current subject cataloging practices in

large libraries throughout the world one can hardly question the claim

that Cutter's work has had the greater influence on the development of

subject cataloging or indexing techniques. While both alphabetic subject

cataloging, as exemplified by Cutter's Rules for a Printed Dictionary

Catalog (3), and decimal classification, as set forth in Dewey's A Classi-

fication and Subject Index fur Cataloging and Arranging the Books and

Pamphlets of a Library (4), ire ii!ed for the stame purpose--namely, that

of arranging materials on the basiu of their subject content and present-

ing a printed representation thereof--there is a completely different phi-

losophy behind the txvo. Alphabetic subject cataloging attempts to specify,

precisely, the topic. In a hierarchical tl,,s-ification svstem, on the other

Throughout this document the terms indexingi and cataloging are used

as if they \'xere s',nonynlous, thtough ill fact tIre ire techical
differences.
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hand, specific entry (i. e., specifying the topic as in alphabetic subject

cataloging) may be used, but the goal is to assign the material, from

the work at hand, to a class of objects and to fit it into a position with

respect to the hierarchical arrangement of that class. For example,

under specific entry rules a book about cats would be entered under that

term: "Cats." In a hierarchical classification system, however, the work

would be entered under Zoology, or Mammals, or Domestic Animals, all

of which are classes containing the class Cats. It is difficult in actual

practice, of course, to avoid making class entries in alphabetic subject

cataloging systems. It seems to be a human tendency to classify items;

that is, to attempt to put concepts into logical classes bearing generic

relationships one to another. There are other similarities between the

two systems. For example, classification systems must always have an

index to the generic schedule, which is, typically, alphabetically ar-

ranged. This is necessary, because not everyone who uses a given

system is aware of the hierarchical structure of all subjects which

may be contained in the printed index for the system. There are four

phases in alphabetic subject cataloging, which we shall list as follows:

1. Deciding which subject(s) the item (i.e., book, document)is

to be entered under.

2. Choosing a name for each subject decided upon in 1.

3. For each name chosen in 2 that consists of more than one

word, determining \,hich word is to serve as the entry word. 1

4. Making references, for example, from some subject name

synonymous with a name chosen in 2.

The argument for preferring specific entry, then, is a major por-

tion of the idea of alphabetic subject cataloging: any specific subject can

be subsumed under a variety of subject classes, depending in part upon

the aspect in which it is used; but the user'., access to a cataloged item

1 The entry word in ,,n alphabetically arranged subject index or catailog

is the first w ord ul :niiltiv~ord phrase, ,,1nd is the first %Nord w .hich is
i'n hidt-red v. hen placing the phrase in it. prtoper .tliphabet iki 1 cquienc'
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should not have to depend on whether he can guess correctly the subject

class to which the specific subject, in which he is interested, has been

assigned. The alphabetic subject catalog has as its purpose, then, to

show in one view all the sides of each object. The classedcatalog shows

together the same side of many objects.I

There are many problems of a linguistic nature concerned with

alphabetic subject cataloging. These have to do with the types of com-

pound subject names, etc., which are so prevalent in the English lan-

guage. For example, five types of compound subject names can be

distinguished:

1. A noun preceded by an adjective (e. g., ferrous metals).

2. A noun preceded by an attributive noun (e. g., death penalty).

3. A noun connected with another by a preposition (e. g., penalty

of death).

4. A noun connected with another by "and" (e. g. , fun and games).

5. A phrase or sentence (e. g., physics as a profession).

Moreover, in many cases, it is possible to combine compound subject

names into one word, for example, "Moral philosophy" to "Ethics,"

"Social science" to "Sociology." Such reduction is notpossible, of course,

in all cases, as, for example, "Agricultural chemistry." The current

edition of the subject heading list, used by the Library of Congress, is

a volume fully as large as Webster's Unabridged Dictionary and it is

being updated monthly. One can appreciate, then, the magnitude of the

task of devising specific entries for the whole universe of knowledge.

It is probable that this great difficulty is what has led to the virtual ab-

sence of thi., type of subject analysis in any operating intelligence library.

I For example, consider the topic aluminum. In an alphabetico-specific

catalog, i. e., an alphabetically arranged subject catalog containing spe-
cific entires, theword "aluminum" would be used to indicate the subject
aluminum. The term wxould cover all aspects of aluminum: production,
properties, and use. On the other hand, a classed catalog would carry
information on aluminum under metals or metallurgy, which would have
various subclasses considering, inturn, all metals from various view-
points, e. g. , production, properties, and use; but all metals would be
included under eat-h vie\vpoint, not just aluminum.
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This type of entry was used for a long time by the Armed Services Tech-

nical Information Agency, but recently ASTIA has changed to a coordinate

indexing system. Other major agencies making use of this type of entry,

outside of large general research libraries, are the Atomic Energy Com-

mission (in their Nuclear Science Abstracts) and the National Library of

Medicine (in its publication Index Medicus).

The Intelligence Subject Code, without doubt, stems from Dewey's

Decimal Classification. Obviously, the ISC has been created especially

for the field of intelligence. Nevertheless, it is obviously based on the

principles exemplified in Dewey's work. The basic feature of decimal

classification is that it is an enumerative classification; that is, it at-

tempts to enumerate all major classes, minor classes, and subdivisions

thereof. Thus, all that is necessary to enter a work in such a classifica-

tion system is to locate the proper class, or subclass, at the most spe-

cific point within the classification schedules. For example, a work on

politics is entered under "Political science," which is a subdivision of a

main class "Sociology." The primary purpose of a classification, of

course, is to arrange items into useful groupings, rather than to individ-

uate the items. Other principle.- of classification which are important

are as follows (see Exhibit 1):

1. One and the same characteristic must be used consistently

to derive an array of coordinate classes from a universe.

2. The coordinate classes of a universe should be mutually

exclusive.

3. An array of clas-,es must contain an independent and exclu-

sive place for every one of the classes that can be derived

from its immediate universe.

4. The classes in an array must totally exhaust the universe

from which the atrray is derived.

A brief example from the Devey Decimal Classification vill show

the problems in folloving these principles of classification.

370 Education
372 Elementary education
37 3 Secondary education
37r, Curriculum
17r,. 1;14 Mathematical curriculum
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EXHIBIT 1 - UNIVERSE AND ARRAY OF COORDINATE CLASSES

Science

Mathematics Physics Chemistry Geology etc.

Acoustics Optics Electricity Magnetism Mechanics

Mathematics, physics, chemistry, geology, etc., are an array

of coordinate classes formed from the universe "science" above. Acous-

tics, optics, electricity, magnetism, and mechanics form an array of

coordinate classes derived from their universe above, "physics." The

example is not necessarily complete, as there are other subclasses of

science and physics, which are on the same level of subordination as

those given.
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As Olney has pointed out (10), the D. C. numbers show that Elemen-

tary education, Secondary education, and Curriculum are being treated

as an array (i. e., series of coordinate classes) at the first level of sub-

ordination from Education. But Dewey here has violated the principle of

consistency, because two distinct characteristics have been used to de-

rive these classes from the universe, i.e., Education: the level or class

of persons being taught (elementary, secondary) and teaching techniques

or goals (curriculum). As often happens, the violation of the principle

of consistency here produces a violation of the principle of exclusiveness.

As a subject class, Secondary education includes some topics subordinate

to Curriculum, and vice versa. There is no clear preference between

entering the subclass "Mathematical curriculum for secondary schools"

under Secondary education or under Mathematical curriculum. A choice
1

probably must be made, but this kind of arbitrary choice on the part of

the classifier leaves the user of the classified catalog with no clue as to

where the topic has been placed (unless he is able to find a reference to

it in the alphabetic index to the classification), and it tends to undermine

his faith in the system.

1 Faceted classification attempts to overcome thi. difficulty by providing

a shifting vieN point from which to construct an array of coordinate classes.
Ranganathan's "Colon Glassification"(b) is the most widely known of the
fateted classifications, and Ranganathan is the father of this type of class-
ification. Such classifications have received very little use, and there is
conwiderable doubt a to their validity.
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II. NEWER TECHNIQUES

1
A. The Uniterm and Coordinate Indexing

About 1950 it was observed, by Mortimer Taube, that in subdivid-

ing certain alphabetical subject headings the Library of Congress had,

seemingly, departed from certain principles of subject heading theory

in such headings as: Liver-Disease. In this usage Disease seems to be

a subdivision of Liver, but it is not a form subdivision nor a logical sub-

division. Here two separate concepts have been brought together in a

form of coordination which appeared to be a subdivision similar to cus-

tomary subdivision practices in traditional alphabetic library cataloging.

In this particular instance, the subdivision might have worked in the

other direction: Disease-Liver (and in a general library would undoubt-

edly have been so designated). Here again Liver is certainly not a sub-

division, in any logical sense, of Disease. Why could not other concepts

be coordinated also in a similar manner ? And so Uniterm, or coordi-

nate indexing, was born. The reader is referred to the many writings

of Taube and his associates for a complete description of the Uniterm

system of coordinate indexing. Taube was not the first to suggest a co-

ordination of common concepts in this manner, however. Earlier,

Batten (2) had done the same thing in a small system for his personal use.

In this connection, there are also references to a French system during

the early part of the 20th century, but certainly Taube was the one who,

almost single-handedly, gave impetus to the Uniterm system and pro-

moted it actively, so that it has become widely used at the present time.

The word Uniterm, of course, refers to Taube's original proposal that

subject concepts could be broken do\vn into single words, i.e., unit-terms.

This idea soon proved unworkable in many fields, since the concepts and

terminology used in many subject disciplines frequently involve phrases,

I For the most comprehensive and recent \uork on coordinate indexing,

see reference '.
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and it is found expedient to use the complete phrase rather than to break

it into its constituent parts. Basic philosophies of the Uniterm system

seem to be that subject analysis can be performed by less skilled person-

nel because the words of the author are taken and entered into the sys-

tem, without hunting for so-called subject concepts or attempting to fit

the subject content into a hierarchical scheme of classification. To do

the latter involves the necessity for considerable subject knowledge on

the part of the indexer. The effort, then, is shifted to the output end

(i. e., in retrieval) rather than being expended at the input end. That this

is successful in practice, in certain instances, cannot be denied. That

it is unsuccessful in certain instances, likewise, cannot be denied.

Perhaps not too many have been aware of the reasons for the suc-

cess of coordinate indexing. It is not necessarily that the system itself

is superior, or that its practitioners are more knowledgeable or diligent

or fortunate, but that it uses terminology that is perhaps more familiar

to the users of the indexed information. This is by virtue of the fact that

the system is using terminology derived from documents which is, pre-

sumably, a vocabulary more familiar to the users of these documents.

Traditional library systems, in cataloging an item, more frequently take

the vievpoint of the author of the item being entered into the system, and

change his terminology into the library's terminology, whereas the sys-

tems using coordinate indexing frequently use the author's language as it

stands, without translation into the arbitrary fixed language of a subject

heading system or the language of a classification scheme. The users

of the svstem thus find the 1,n~itige of the Uniterm subject indexing to

be inore nearly their omn language.

It has been pointed out that effective coordinate vocabularies can

be developed by any one of three methods, or perhaps combinations

thereof: (1) development trom scratch, as might occur in a new library

or system; (2) development from ,t previous subject heading list; and

(i) conver sion of a previously exi,,ting classitication system. With
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the latter two techniques, the terminology is still essentially that of

the library or the classification system, rather than that of the docu-

ments or that of the user. This has important ramifications in consider-

ations of indexing theory. Some concern has been indicated, by more

than one writer, for the question of control of coordinate vocabularies

during use. Evidently, some systems have operated with essentially no

control. That is, the indexer chooses terms from the documents with-

out regard to previous practices in the system. On the other hand, some

systems have a very rigid control, which may, or may not, change the

language from that of the documents to that of the library. Arguments

have been made that there should be minimum constraints on the language,

since the less information is transformed into a rigid structure in the in-

put, the more it will lend itself to a dynamic interpretation in the output

phase. It may be that this is a specious argument.

Mere co-occurrence of several terms in a document is a very weak

form of coupling. All syntactic relationships are lost, especially where

single-word terms are used heavily. Let us illustrate some of the prob-

lems. Suppose we have a document (number 1000) on "Glass coatings

for steel pipe." If single-,%ord terms are used we have:

Glass

Coating

Steel

Pipe

From the four term,. \e could derive the following combinations:

Glass coating Glass pipe Pipe coating

Steel pipe Steel coating Pipe glass

Four of the six are clearly erroneous.

While the simplest -olution \ ould be to precoordinate the terms,

that is, use Glass coating, and Steel pipe as coordinate terms, documen-

talists are not always as logical as they should be. Instead, systems of

roles and links have been developed to solve the problem. It must be

c, nfes-sed that role indicators are necessary (if mere co-occurrence

within a docurnent is sufficient to effect retrieval), since even though
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Glass coating eliminates the possibility of pairing Glass and Pipe, there

is still no indication that the document concerns "glass as a coating for

steel pipe" and not "glass coating" and "steel pipe," as well as a whole

host of other items considered as separate products. Thus some tagging

system is devised to indicate that Glass is the coating medium referred

to in our example document. Such a tag indicates that terms so tagged

are members of an ordered pair, and not merely separate terms.

Tgs for role

Glass coating I Steel pipe II

Document Number 1000 1000

Tags

I = A material being used in relation to some other material as

a covering, wrapping, coating, etc.

II = A material which is the recipient of some action, process,
or material, e. g. , forming, extruding, cutting, coating,
packaging, etc.

Links become necessary in two circumstances: (1) if the number

of single-word terms extracted from a document is very large and con-

tains verbs as well as nouns and adjectives; and (2) if a document con-

siders two separate topics within one set of covers, e.g. , digital com-

puters and lead piping. There are enough references in the literature

to the first instance, so that we shall not consider the topic further. The

second instance may be illustrated as follo\ s:

I ink indicators

Digital Gmti Lea i Piping
1 OoA I 1 oOA1 OF 1 O

This would indicate that Digital and Computer go together in one section

of document number 100, and that Lead and Piping are associated in

another section of documnent number 100.
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B. The Descriptor

Developed at about the same time as Uniterm was Calvin Mooers'

"descriptor."(I) Just how descriptors differ from conventional subject

headings or Uniterms has not been especially clear, evidently, to many

persons. It seems however, that the basic difference between both de-

scriptors and subject headings and descriptors and Uniters is that

descriptors are much more oriented to the viewpoint of a specialized

group of users than are either subject headings or Uniterms. The vari-

ous "Zatocoding l systems, which Mooers has set up, and which used

descriptors, were designed in consultation with a relatively small body

of users in every instance. The users themselves were the ones who

chose the terminology which was to be applied. Descriptors, however,

are manipulated in very much the same way as Uniterms except that, in

the Zatocoding system, descriptors on cards are manipulated mechani-

cally on a special sorting block. The descriptor system has two main

portions. One is an alphabetically arranged listing of descriptors and

terms which are not descriptors, with complete scope notes for each de-

scriptor, and cross-references from the terms which are not descriptors

to those which are. The meaning of a descriptor is usually much broader

than the meaning of a subject heading in traditional library practice. Spe-

cificity is achieved by the use of several descriptors in concert. In the

scope notes for each descriptor, terms which are frequently used in con-

junction with any given descriptor are listed, along with a rather detailed

description of each topic in N hich a given descriptor may be found. The

meaning of any descriptor is assigned in such a vay that the descriptor will

be of maximum use vithin a specified collection of material. This would

mean, then, that only individuals oriented to the specific system will be able

to use it w~ith immediate effectiveness. This restriction is quite justified

in a specialized collection. The second part of a descriptor system is

a large sheet of paper containing the descriptive schedule. In assigning

1The proprietary system of the Zator Corporation, \ hich uses the
"descriptor" technique (see reference 1).
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descriptors to documents, an analyst must go through the entire schedule

of descriptors. This would seem to be a laborious procedure, yet a very

clever scheme of grouping is utilized, with a series of questions at the

beginning of each group. The questions are made up to reflect the fields

of interest of the organization which is using the system. Thus, it is

necessary only to look at the question at the top of each group. If the

answer is "yes," the analyst will pick one or more descriptors from that

group. If the answer is "no," he continues to the next question. It must

be emphasized that the grouping of descriptors is not a classification sys-

tem. There are no generics, or specific terms. An important point to

be seen here is that the specialized living vocabulary of a specific group

of users is, by far, more oriented to successful retrieval of information

than can be any system using an index vocabulary which is derived from

written material, without regard to the specialized viewpoint of those who

will be using the materials or those for whose use the system is designed.

It is important to recognize the fact that many systems are designed for

use by the operators of the system rather than the true ultimate users

of the information extracted from the system. The operator is the one

who manipulates the system in whatever way it is designed to be manipu-

lated; but the ultimate consumer is not the operator, necessarily.

While peripheril (and perhaps my'sterious) reference has been

made to Faceted Classification, we have not discussed it. It has had no

impact \hatsoever on the indexing of intelligence materials, and, in

the opinion of the writer, it x\ill hve none. It may be, perhaps, fairly

well suited to the classification of scientific subiects (for example, phys-

ics or chemistry), but it does not lend itself well to nonhomogeneous col-

lections of suhject matter; t hat is, collections of materials of which the

subject is not hnmogeneous. The topic of faceted classification is deeply

enime shed in philosophic.,l disca ssion-- of ordered unix erse, logic, etc.,

and it does not seemn to be germaone to our discu.sionl here.
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III. PROBLEMS

There are a number of technical problems in the subject analysis

of information contained in printed material. The following, perhaps,

can serve as a summary of the problems.

A. Viewpoint

Human beings are unable inherently to place any given concept (an

idea or thou ;ht image of one specific subject or thing) in only one logical

class. For example, is a bow a weapon or a piece of sporting equipment?

The problem becomes even worse when combinations of concepts are

involved.

B. Generics

This problem involves the family tree of concepts, because each

concept implies narrower concepts. Literature searching based upon

broad concepts should effectively retrieve the information based upon

narrower but related concepts. For example, the retrieval of all infor-

mation pertaining to "publication" should also (and automatically) result

in obtaining all information on books, magazines, newsletters, etc. Be-

fore the generic problem can be solved, the solution to the viewpoint prob-

lem must be in hand, because each class in \vhich a concept is placed has

its own family tree which must be considered.

C. Semantics

This involves the relationships bet\meen symbols (xNords) and the

concepts themselves; i. e. , the relationships bet, keen \ ords and their

meanings. Not only are we concerned here with definitions, with words,

but also with synonyms, ne,,r .vnonnis, homnonym , homongraphs, etc.

Examples of semantically confiiing \.ords include: hase, color, lead,

finish, tank.

D. Syntactics

This problen is c once rued ,,kith iynta\ or w ord order. It sy.ntax is

disregarded \ c maNy erroneoui--l eutiiate "cooling (ol) \%.ater" to "cooling

(bx means of) vater."
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E. Miscellaneous

1. We tend to overlook the fact that, when we use an alphabeti-

cally derived subject heading system, we are in essence classifying by

alphabet. Is this less logical than classification based on some supposed

natural order or synthetic (e. g., faceted) classification scheme? We

have two tools for the English language itself which bear correspondence

to the alphabetical subject index and the classified index for collections

of materials. The dictionary is an alphabetical indexto the language, and

the thesaurus, such as Roget's, represents a classification system for

certain parts of the language. Is either one more logical than the other?

No one questions the usefulness of both. Yet, one of the arguments of the

proponents of classification systems is that classification is more logical

than is alphabetical indexing.

2. Finally, when one is faced with an existing collection of in-

dexed materials, ho%\ does one assess the effectiveness of any retrieval

system ? Suppose that one receives 20 documents as a result of a query

to the system. Suppose further that all 20 documents are quite pertinent

to the topic ot interest. Is there any \\ ay to assess the amount of perti-

nent information still unretrieved from the tile " Or is there an\ \\,av of

learning w\hether the retrieved intormation is more pertinent than the un-

retrieved intormation ' Fht ,in\ , er i-, "No! " The u1.e o0 aly retrieval

system is, tlhen, ,ni ict of faith in tht quality ot indexing.
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IV. AUTOMATIC INDEXING AND OTHER CONSIDERATIONS

A series of experiments, beginning in about 1959 and continuing

up to the present, has gradually built up a technique of utilizing a com-

puter for wholly automatic indexing and retrieval of printed materials.

Such a system would, of course, be especially attractive wherever the

materials are already available in machine-readable form, e.g. , incom-

ing messages on teletype. Were a computer system available, no human

indexers would need to handle the material from the teletype tape; it would

be directly input into a computer. Whereas the idea is attractive, there

are, of course, a number of characteristics of teletype messages which

tend to create problems for automatic data processing. However, in terms

of practicality, it seems possible to overcome these. Despite the fact that

for regular printed materials no such automatic input is available, a com-

puterized process, such as will be described, would seem to be especially

attractive, insofar as the personnel needs of the system are minimal.

Existing intelligence library systems with any claim to efficient

operation, as well as accurate subject analysis of incoming materials,

are characterized by large numbers of fairly \,ell-trained and experienced

personnel \\ho perform indexing ind do other administrative or clerical

tasks . \\ithin the system. In many cases the quality of the personnel oper-

ating some given system is barely marginal, because of the fairly low-

level job classification iilhich has been established for these positions.

Good indexers are probabl born and not made; that is, there are rela-

tively few people N\ho really have the necessarv qualities to perform con-

sistently high-level inde\ing day alter day. Careful training of less adept

personnel may producv ad,.qu.tt results. On the other hand, one w ould

teel that only' the bet pewr.,,,il o,ta inalle should reall, be utilized in a

sy stet ot important e, lit'h its intteligenct librar. .-.stems \\otild seem

to be. The fultv atitornatit i omput, r s stem, hoever, \xould need rel-

atively lo\\ -level clert al per.oinel to perform input or output functions

which are, in esence, merl\ the" trtnstorination ot the printed or \xritten

matt'rial. into n.ik jliev retd lt, toi-I; tha t is, 1,t'I pil, oiil.. r t\pniig Oil
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a tape-producing typewriter, of which there are a number of examples

(Flexowriter, teletype, etc.). There is considerable evidence that a rep-

resentation of the printed materials (which representation must be stored

in the computer memory to serve as an index to the materials) can be

created from such things as tables of contents, summary paragraphs,

titles, individual indexes contained within a printed item, etc. Studies

have shown that, despite protestations to the contrary, most human index-

ing, even of a supposed high level, actually is more machine-like in

nature than the indexers would care to admit. (9) Justification for any in-

dexing technique must ultimately be based on successful retrieval. Suc-

cess can only be evaluated in terms of a closed system; that is, a sys-

tem wherein sufficient knowledge is available of the entire contents of the

materials, so that an evaluation can be made of various techniques as

to their retrieval effectiveness. The various systems described herein

cannot really be weighed except on the basis of a test comparing one

against the other. This has not been done in any place. Thus, there are

two alternatives: (1) to decide on a system on the basis of its attributes

as set forth on paper, weighing the needs of the system for high-level

personnel, etc., or (2) actually to perform a series of experiments util-

izing various systems, so that it can be shown that one system is clearly
superior to another in its retrieval effectiveness, and to settle on that

system, despite its other attributes such as personnel needs, equipment

costs, etc.

In all systems utilizing human beings as indexers and retrievers,

the success v ith \vhich information can be retrieved depends critically

on the ingenuity exercised in formulating a search instruction, as x ell

as the care and effort expended in analv.ing the materials as they %Nere

entered into the system.

It is \\ell knovxn that human beings do not perform optimally at all

tines. The level of huiman performant e is quite variible from one pe-

riod to Aother, There have been enough experiments to indicate that

there is no consistency, or very little, bet\\een one indexing perforni-

ance by a given individual and another indexing performance, at a later

date, b the saine indi.iduiol. rhe same inconsistenc\ has been dis-

tovtrt*d aIiong dlifferent iiidiv it ilS ,All inde\ing t he ISle tr.-nt, nts.
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Thus there is neither inter-indexer consistency nor intra-indexer con-

sistency in any system that depends on human performance. Human per-

formance must be considered as an integral part of that system. Then,

no matter how effective or sophisticated a system as a whole may be, its

overall performance is no better than the performance of any one link

within the system. As long as humans are links in such systems, their

performance will have considerable effect on the total system perform-

ance. While there are undoubtedly both indexing geniuses and re-

trieval geniuses, such persons are in short supply and, even so, cannot

be said to operate at a constant level of efficiency at all times. A fully

automatic system, on the other hand, depends solely on the ingenuity and

resourcefulness expended upon the development of the initial system, as

well as the continued proper operation of the machinery which is a part

of the system. Mechanical and electronic reliability can almost be said

to be specified or specifiable beforehand, whereas human reliability can-

not be predicted. Reducing the argument, then, to a few considerations:

provided that retrieval effectiveness is nearly equal, the system which

depends less on the human element would clearly seem to be the more

desirable from a reliability and efficiency standpoint, if not necessarily

from an economic standpoint. It is perhaps a truism that input is even

more important than output, for if there is failure at the output end

one can always try again. If there is failure at the input end, however,

the material is most likely irretrievably lost. In a human system, per-

formance of the overall system is a direct function of input quality. The

quality of input is, in turn, a direct function of four elements concerning

per sonnel:

1. Availability of qualified indexers.

2. The adequacy of the system by which they will index.

3. The quality of their training.

4. Continuing coordination and auditing of their work.

In a completely automatic system only one of the above four items

is a factor; that is, the continuing coordination and auditing of the system

performance. The other three factors are taken care of, once and for

all, at the beginning, during the establisluent of the system.
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There is no need to outline in great detail here the precise course

and results of various experiments which have been made on fully auto-

matic indexing and retrieval. However, certain landmarks in the course

of experimentation will be mentioned, inasmuch as they tend to show the

relative merit of the concept of automatic indexing.

Early experiments (7) pitted human indexing and retrieval against

machine retrieval using material in nuclear physics as an experimental

library. In the early experiments retrieval (both manually and by means

of the computer) was performed by designing search instructions which

would be carried out by various groups of retrievers. Much latitude ex-

isted for human ingenuity in transforming the original retrieval question

into a search instruction. At the conclusion of the project, search instruc-

tions formulated by seven different individuals, all of whomheld the Ph. D.

degree in nuclear physics, were studied to determine their intellectual

content. It was found that many of these search instructions embodied

elementary oversights, and few exhibited any significant level of insight

or ingenuity. Furthermore, it was determined that the failure to achieve

relevant retrieval had little to do with the absence of ingenuity in formu-

lating search requests. It was concluded that the process of translating

the original natural language question into a search instruction probably

could have been done better by a machine, since the machine could be

made to follow a more systematic and consistent procedure.

Let us now state some premises regarding automatic full-text proc-

essing for indexing and retrieval.

I. The frequency of occurrence of a natural language term within

a document is not necessarily related to its relevance, or lack

thereof, for storage or retrieval.

2. For a particular type of collection a thesaurus can be compiled

in which groups of nearly equivalent terms can be constructed

such that the equivalence of the terms within a group is largely

independent of context.

3. These groups can be weighted independently of context to re-

flect varying degrees of importance for information retrieval.
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4. Syntactic relationships can be usefully approximated by prox-

imity; that is, spans of one word to several sentences.

5. Couplings of two or three terms can be weighted to improve

automatic processing by a significant amount.

In the various experiments (cited above) carried outin retrieval, it

was discovered that the frequency of occurrence of terms in the relevant

documents was no different than the frequency of occurrence of terms in

irrelevant documents. Thus, premise 1 above seems to be borne out. Prem-

ise 2 above depends upon the processing of approximately 1 million run-
2

ning words of text. Weights are assigned to each of the terms within a

thesaurus in consultation with subject specialists. It is predicted that

for most systems a vocabulary will be developed of some 20 to 25 thou-

sand terms. This vocabulary will comprise the thesaurus. After the

initial thesaurus is created, a series of tests must be performed in con-

sultation with subject specialists. Each test serves to add polish to the

thesaurus, in the weightings of the vocabulary within the thesaurus, so

that ultimately it becomes a rather precise instrument for automatic re-

trieval and processing. The premise stated in 4 above was developed

when it was discovered that a four-sentence span of proximity was suf-

ficient to eliminate some 60 percent of irrelevant retrieval due to lack

of syntactical specification. That is, specifying co-occurrence of words

IThe coupling of terms is a process whereby two or more words are
customarily used together in a phrase: e. g., the terms "nuclear,"
"power," and "submarine" coupled together form the concept "nuclear
powered submarine." The three terms might appear separately in a
given document without carrying the concept mentioned above, but when
they are coupled together they very clearly carry one, and only one,
connotation.

In the experiments w hich have been performed, only several thousand
running words of text have been analyzed, yet, judged by the criterion of
retrieval effectiveness, it was possible to develop groups of words which
were relatively synonymous even with this small Nample of actual vocab-
ulary. With the large sample mentioned above the effectiveness of the
system is greatly enhanced.
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within a limited span of up to four sentences prevented irrelevant ma-

terial from being retrieved along with relevant material, and did not de-

crease relevant retrieval significantly. This has an important further

advantage: paragraphs or even smaller units could be retrieved, thus re-

ducing the amount of material that must be reviewed by the user of the
1

material. The reduction is some 90 percent, and this allows, then, a

higher tolerance in the final selection process of a higher ratio of irrele-

vant to relevant retrieval. Premise 5 above seemed to be borne out, in

the experiments, when it was discovered that word couplings were re-

sponsible, in some cases, for relevant retrieval and helped to prevent a

significant amount of irrelevant material. This is readily apparent ifwe

consider that there are many subject concepts in English which cannot be

expressed adequately by one word.

Any retrieval system which makes use of various techniques to

make specifications narrower in order to eliminate irrelevant material

is subject to the error of overspecification. This error will cause rele-

vant material, to a greater or lesser extent, to be missed. The problem

then is not to find a solution which will preclude irrelevant retrieval as

well as specifying all relevant materials, for such a solution exists only

as a fantasy of overzealous documentalists. Rather, we must strive to

produce a system which will minimize irrelevant 3 retrieval and maximize

relevant retrieval to the greatest extent practical.

1The figure 90 percent is derived from experience in previous experi-
ments, wherein the amount of relevant material was scanned and a sub-
jective judgment was formed that the relevant material was actually
about 10 percent of the total verbiage retrieved. That is, about 10 per-
cent of each document contained the relevant material; 00 percent of the
document was of no relevance but the document as a \%hole was relevant.
Even if this figure is off as much as .20 percent the reduction is still
significant.

2See examples of this phenomenon in the discussions concerning the
Dewey Decimal Classification.

3It is, perhaps, appropriate to mention that there is a technical differ-
ence between relevance and pertinence which \-e have not observed in
this paper. For our purposes here the distinction does not seem
important.
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At this point, let us summarize the outlines of the system. Each

word of an item (message, document) is examined by the computer. The

computer looks up in the th esaurus every word and contiguous word pair
1

of each sentence. The thesaurus contains a vocabulary of words which

are weighted for retrieval importance. In addition the thesaurus contains
2

cross-references, and all words are grouped into synonym classes.

Each item is assigned a "relevance score" which depends upon the num-

ber of meaningful terms present and their weights, plus proximity and

pairing factors. 3 Retrieval is performed by processing a natural lan-

guage question through the regular input routine. The meaningful terms

are weighted,as are proximity and pairing factors. The result4 is the

Iln this sentence contiguous word pairs would be, for example, "every
word," "contiguous word," "word pair," etc.

2 "Cross-reference" in this context means that each word in a group of
words would be given the same code number in the computer memory;
that is, the terms "politics" and "political science" could both have the
same code number, even though they might be located in different posi-
tions within the computer memory. The synonymity of terms is decided
a priori by humans when initially creating the thesaurus.

3As explained above, proximity is important in reducing irrelevant re-
trieval. Thus, if two given termsoccurred within a span of three sentences
they would receive a bonus weight, whereas if they occurred at a span
greater than three sentences a penalty would be assessed against the
weight which the terms themselves carry. The same process is followed
with pairing factors. Terms may have weights as separate entities in the
thesaurus, but if they occur together the weight given is not merely the
sum of the two individual weights, but may be quite a bit greater.

4 Relevance scores are important in retrieval, inasmuch as, while key-
words occurring in a question may be matched exactly by the keywords
contained in a given document, the relevance scores may be different.
This is due to proximity and pairing factors which occurred in the docu-
ment, and in the question to a lesser extent. The divergence of scores
indicates that the document does not quite contain the concepts contained
in the retrieval question. This may be because the terms which occurred
in the document may be scattered throughout the document, and really
have little relation one to another, whereas the terms in the question do
have relation one to another. Such a document would not be an especially
good response to that particular question.
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"relevance score" of the question, which is matched against the "rele-

vance scores" of each item contained in the file. The output consists

of a list of items sequenced according to relevance score. It is possible

to tag specific paragraphs, or even sentences, which produced the partic-

ular relevance score of a given item. This is of potentially great benefit

to users, since it could reduce by a large factor the amount of material

which must be examined.
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V. FURTHER EXPERIMENTS

Using the material gathered together for the experiment in retrieval

from nuclear physics material, a new experiment (8) was designed based

on the aforestated premises of fully automatic indexing. The computer

examined each article in the experimental collection, word by word and

phrase by phrase. The score of a given article was calculated by sum-

ming the weights of the words in the article which coincided with the words

in the search instruction, adding a premium score to take into account

occurrence of phrases, and subtracting a penalty factor if the co-occurring

terms were separated by more than four sentences. We wish to reiterate

that the search instructions were computer-produced. The output con-

sisted of a list of article numbers sequenced according to relevance score.

Along with each article number appeared a list of those words in the

search instruction which were found within that article. A second list of

article numbers was also printed out which indicated for each question

the true relevance scores based on human judgment. A comparison with

the relevance based on human judgment permits one to determine the per-

centage of relevant information retrieved for some given acceptable quan-

tity of irrelevant information. This can be stated in another way, by say-

ing that the amount of irrelevant information that must be retrieved, in

order to achieve some specified relevance percentage, can be determined

in comparison with human performan-e. Exhibit - summarizes the re-

spective performances of human and machine.

In conclusion we should like to suggest an experiment which could

be performed to test the relative merits of various systems of indexing.

We should like to suggest that this experiment make use of selective

dissemination. I Dissemination of materials is equivalent to retrieval

IDissemination is the process of routing documents, as they are received,
to certain individuals. This is a common enough occurrence, whereby
certain topics are listed on a routing form along with names of recipients.
Documents on specified topics are then routed to the individuals indicated
on the routing list. The terms nstanding query" and "spot query" have
also been used to distinguish dissemination from specific retrieval.
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EXHIBIT 2 - RETRIEVAL RESULTS AVERAGED OVER 50 QUESTIONS
IN NUCLEAR PHYSICS

Man Machine Man ( I ) Machine

Percent Relevant Retrieval 20 20 55 55

Number of Irrelevant Documents 1.6 0.9 12.8 7

Percent of Source(2) Documents
Retrieved 88 100

Number of Irrelevant Documents 12.8 5

Notes: (1) Highest retrieval achieved by the humans who were involved.

(2) Source documents were those which had elicited the questions
(that is, material in the source documents had suggested each
question).
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of the same materials, with the sole difference being one of time. That

is, instead of presenting a retrieval question at the moment in time when

a user needs material on a particular topic, the user specifies before-

hand a particular topic of interest in precisely the same manner he would

use in presenting a retrieval question. Thus, selection of materials for

dissemination is done to meet a continuous need, whereas specific re-

trieval is done to meet a discrete need. The description of the proposed

experiment follows.

It is suggested that a teletype data base, consisting of approximately

1,500 messages, be processed by a computer program constructed accord-

ing to the premises of automatic indexing given above. The data base of

messages should be tested in three batches. The first batch of messages

would consist of approximately 100 to 200 messages. It would be used to

check out the program and to remove obvious errors from the dissemi-

nation dictionary (i. e., thesaurus). After studying the first batch, any

changes would be tested on a second batch of approximately half of the

remaining messages. Any changes produced as a result of the second

test would be embodied into a new program, which would then be tested on

the remaining messages. By consistently adop~ing a procedure of testing

the program and thesaurus only on new batches of messages not previously

studied or examined, the effect of ad hoc rules that correct specific errors,

but do not work generally, can thus be eliminated. 1

Results of the automatic dissemination could be checked against

human performance. There will be two major categories of machine

error, i. e., over-dissemination and tags missed. Based on previous

experiments we would predict that any single instance (in a particular

1 It is not possible to tell, precisely, when a rule is "ad hoc" until a
separate, new batch of data has been processed using the new rule. If
errors of the same general type as that which elicited the new rule re-
main uncorrected in the new batch of data, then the rule was, in fact,
"ad hoc," and not a good general rule.

2Tags are simply the thesaurus terms which result in specific dissemi-
nation. These tags would be printed at the beginning of a message with
their relevance weights summed to indicate the total relevance.
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message) of either over-dissemination or under-dissemination would be

correctable by means of an ad hoc rule, but without testing such a rule

on a large number of messages no true assessment can be made of its

effectiveness. Thus we should qualify the term "correctable" with
"probably." It will not, however, be necessary to judge the results on

an intuitive basis if sufficient care is exercised in the experimental pro-

cedure to be followed.
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VI. ECONOMICS

The question of whether people should index and disseminate or

whether machines should take over this job is somewhat a matter of eco-

nomics. Since it is a routine, high-volume task, machines are probably

more consistent and reliable, particularly if the process we have de-

scribed is refined and improved to the extent which we believe is feasible.

Rough estimates can be made of the cost on the following basis: The speed

of the computer program is approximately one message per second and

machines of the type programmed I can be rented commercially for about

20 cents per second. They can probably be operated for less, but, even

so, 20 cents per message is probably right within a factor of two or so.

Estimates of the time people spend in the process of indexing and dis-

semination, particularly if they are to try to do as thorough a job as

can be done by machine, would considerably exceed this amount. To de-

termine the true comparative cost figures would require a study of the

particular situation being considered for development of a system.

We believe, however, that the matching of the text of a "document"

to a question, phrased in natural language, is more accurate with the aid

of an automatic thesaurus than is the human process of assigning appro-

priate subject index terms to a "document" and to a retrieval question.

I IBM 70 0.
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